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Purpose: This publication investigates preliminary data quality analyses to estimate the 

efforts and expected results of the use of data sets for ML solutions already in the data 

understanding phase of an implementation. Knowledge about the necessary data cleaning 

efforts and result qualities allows potentials to be estimated early in the process. 

Methodology: Through a literature research, characteristics of a time series as well as 

methods of data cleaning are analysed. Based on the results, a test environment is 

implemented in Python, enabling the evaluation of individual methods using sample data 

sets from the process industry and comparing them with different error analyses. 

Findings: The publication describes a detailed overview of data cleaning procedures and 

addresses a first Indication of a connection between the final achievable forecast quality 

and the degree of error of the original data set. Insights into the influence of the choice of 

preprocessing method on the achievable quality of the AI-based forecast can be concluded. 

Originality: Within the publication, the link between data characteristics in time series and 

preprocessing methods is established to draw conclusions in advance about the quality 

improvement to be expected from selected data cleaning methods and to provide decision 

support for the selection of the method. 
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1 Motivation 

Corporate supply chains and business units have changed significantly in recent decades 

due to increasing globalization and local constraints. Corporate networks are becoming 

more complex and at the same time need to become more responsive to meet growing 

and changing market demands. As a result, planning inventory, production capacity, and 

transportation is becoming increasingly important. 

The focus of companies is shifting more and more from pure product competence to 

flexible customer service, speed, and on-time deliveries at the lowest possible cost 

(Wassermann, 2013). Consequently, the entire production process and the logistic 

periphery must react immediately to market fluctuations if they cannot be planned in 

advance with sufficient quality using advance planning methods (Erben and Romeike, 

2003). In order to improve the quality of planning despite growing market demands, 

data-driven methods are increasingly used, especially in the areas of demand 

forecasting, production, pricing, and delivery (Dash, et al., 2019). 

The level of integration and operational use of these data-driven technologies varies 

greatly by company and by industry. One industry with comparably low implementation 

levels of Artificial Intelligence (AI) or Big Data (BD) technologies is the process industry 

(Winter and Peters, 2019). Despite the strong suitability of the basic conditions in the 

process industry for AI use cases due to the already strong data collection by distributed 

control systems in the past (Ge, et al., 2017), there are large differences in 

implementation by sector and application (see Fornasiero, et al., 2021) and a broad and 

systematic strategy for implementation is not yet in place (Wostmann, et al., 2020).  

For a uniform understanding, the term AI according to Kreutzer et al. is used within this 

article as a top-level term for Machine Learning and Deep Learning. Machine learning 

describes the first stage of knowledge generation with the aid of self-learning algorithms 

and is supplemented by the area of deep learning, which deals with more in-depth 

learning methods. Here, the algorithm works with larger data sets and can achieve better 

quality with decreasing result transparency due to higher complexity handling. As a 

related topic, the term Big Data within this article describes a mostly quantitatively large 
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amount of data (used in the context of AI applications) that additionally contains 

qualitative information for processes or company operations (Kreutzer et al., 2019). 

This paper focuses on the process industry as an example to analyse the reasons for the 

restrained use of new technologies and to identify possible solutions for individual 

problem areas. Findings and results in this paper with reference to the process industry 

originate in the research project AI-CUBE. In this European Union (EU) funded project, the 

focus is to help exploit and optimise the potential of AI and BD in the European process 

industry. To achieve this, the project AI-CUBE has the following specific objectives: 

• Create a multi-dimensional AI and BD map (or "CUBE") that identifies 

available best practices and assesses the current state and level of 

penetration of AI and BD in different organizational processes 

• Identify AI and BD solution white spaces that can be covered by adapting best 

practices from other process industries, and create an adaptation roadmap 

• Define the data requirements and capabilities as well as research and 

innovation requirements for future AI and BD business cases emerging across 

process industry sectors. 

 

This paper primarily addresses the topic of data requirements and explores preliminary 

analyses to estimate the effort and expected results of using a dataset for ML solutions 

already in the data understanding phase of an implementation process. In particular, the 

focus is on data quality, which according to a study in the AI-CUBE project is one of the 

main obstacles to the successful use of data-driven methods. 

The research question to be addressed within the article is thus: Can a data set be tested 

for usability within an AI application with a preliminary analysis or can the effort required 

to prepare the data set be measured with the help of a key performance indicator? The 

goal here is to measure data set characteristics and to link them to the necessary data 

preparation effort. Thus, the aim is to develop a concrete translation scale of data 

characteristics and processing efforts, which is currently not available in sufficient 

quality. Due to the heterogeneity of the research field, the focus is limited to a data set 

from the process industry.  
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In Chapter 2, the term data quality is first introduced in the AI context and, building on 

this, the classic implementation processes of an AI application with the different phases 

of data preprocessing are presented. The focus of the paper here is on data cleaning. By 

means of a literature review, characteristics of data sets as well as methods of data 

cleaning are analysed (Chapter 3). Based on these results, a test environment in Python 

is implemented, which allows to evaluate individual methods using sample data sets and 

to compare them with different error analyses (Chapter 4). 

The publication thus describes a detailed overview of possible data cleaning methods 

and addresses the relationship between the ultimately achievable forecast quality and 

the degree of error of the original data set. From this, conclusions can be drawn about 

the influence of the choice of preprocessing method on the achievable quality of the AI-

based forecast.  
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2 Data Quality in AI implementations  

The quality of the database is both a requirement and a challenge for AI 

implementations. As will be shown in the following, ensuring the necessary data quality 

is a major implementation barrier both in general and in the process industry and 

therefore also represents an important and demanding step in the adoption process. 

2.1 Data quality as an implementation barrier (focus on 

the process industry) 

For AI implementation projects as for every information technology (IT) or information 

system (IS) adaptation, there are a lot of different barriers and challenges that can 

hamper the implementation or even cause it to fail. A review on existing studies on 

implementation barriers for data driven solutions like artificial intelligence or big data 

technologies shows that the already identified and validated barriers can be structured 

in the three categories of organizational and environment related barriers, technological 

and data related barriers as well as human related barriers (Alsheibani, Cheung and 

Messom, 2019; Dasgupta and Wendler, 2019; Moktadir, et al., 2019; Eager, et al., 2020). 

The occurrence and relevance of the different categories and individual barriers changes 

with the area of application and the industry or company specific environment. Through 

a survey of users and solution providers in the process industry as part of the AI Cube 

research project it was found that the most important and influential challenge here is 

the barrier of data quality in the context of technology and data-related barriers.  

Building on this observation, factors and concepts enabling the successful adaptation of 

data-driven solutions can also be positively formulated from the observed barriers. In the 

literature these factors are summarized as AI readiness factors (Najdawi, 2020; Jöhnk, 

Weißert and Wyrtki, 2021) or success factors (Bole, et al., 2015; Hughes, Rana and 

Dwivedi, 2020). While some of the identified factors are well known for IT/IS 

implementations (e.g., top management support, financial budget), some factors are 

more technology specific. Regarding the process industry in Europe, the survey from the 

AI Cube research project shows that besides existing personnel and strategy related 
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factors, the two data related enabling factors data availability and data quality are rated 

as most influential. Missing data quality is considered a critical challenge for data-based 

solutions because of its strong influence on the final performance and suitability (Jöhnk, 

Weißert and Wyrtki, 2021).  

Recognizing the potential barriers and success factors can improve AI adoption and 

boost the overall development and adoption rates of AI and Machine Learning solutions 

(Alsheibani, Cheung and Messom, 2019). In the specific case of data quality, it is also 

important to assess the quality of the available database as early as possible, to be able 

to predict expenses that will arise later in the process. Both for the development of new 

solutions and for the transfer of existing solutions, the creation of the necessary data 

quality involves great effort.  

2.2 Data quality in AI implementation process models  

To achieve the necessary data quality, special focus must be placed on data 

preprocessing within the implementation process of an AI application. As schnell 

eckenberg and Moroff (2021) have shown based on a literature review, most Machine 

Learning (ML) and AI developments and implementations follow iterative methodologies 

that are closely based on the Cross Industry Standard Process for Data Mining (CRISP-

DM) or other knowledge discovery in data bases (KDD) process models such as SEMMA or 

the basic KDD process. The different process models, which have been developed into 

different forms in recent years (SEMMA, CRISP-DM etc.) as presented in Figure 1, are very 

similar in many phases and include many of the same central aspects and sequences. 

Universal and generic steps can also be extracted here, even if there are of course 

deviations and specifications to specific use cases (Kurgan and Musilek, 2006). Due to this 

strong use of KDD related process models for the management of AI and ML 

developments in research and in industrial applications, these processes are also 

considered in a focused manner within the scope of this work. 

However, the data preprocessing phase can be found within each model, which shows 

the special importance of this phases. In addition, data preprocessing is also the most 
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demanding phase, as it is here that the quality of the AI application is significantly 

determined. 

 

Figure 1: Development of KDD process models (Martinez-Plumed, et al., 2020; 

Plotnikova, Dumas and Milani, 2020) 

Kurgan and Musilek found in a survey in 2006 that most of the effort within an AI project 

goes into data preparation as shown in Figure 2. The area of data preparation is further 

categorized into the sub-areas of data integration, data cleaning and data 

transformation and deals with the preparation of data and pursues the goal of generating 

usable data content from raw data. Here, techniques are used to minimize problems 

caused by data noise, inconsistent scales, or missing values (Data Cleaning and 

Transformation) (Alasadi and Bhaya, 2017).  

To harmonize the concept of data quality and the closely related data preprocessing, the 

respective application must be considered (Jayawardene, Sadiq and Indulska, 2015). In 

general, two concepts can be followed when characterizing data quality: The 

informational focus (Data definition, data presentation and content data quality) and the 

user-based focus (Features of the dataset). In our publication, we restrict ourselves to the 

informational focus and especially on the aspect of content-related data quality and here 

we establish the connection to the data preparation process. We deliberately exclude the 

user-related approach, since a much broader focus of data quality is assessed here (e.g., 
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accessibility, comprehensibility, or interpretability), and thus the transfer into an 

evaluable KPI system is a further challenge or research need. 

 

 

Figure 2: Relative effort spent on specific steps in the KDD process (Kurgan 

and Musilek, 2006) 

The informational focus approach to data quality assessment focuses on assessing data 

definition, data set content quality, and data presentation. These three modules provide 

the basic framework for defining information-related data quality and were further 

detailed by English (1998). The first module focuses on the data collection framework. 

Only adequately specified data can be used to measure quality. The second and third 

module focus on content correctness in terms of uniqueness and completeness and with 

the availability of the data. Parameters for this part are, for example, the time of 

availability and compliance with the format. 

In the further course of the work, we are particularly interested in module two, since the 

actual quality of the data set is checked here (freedom from errors, completeness, etc.). 

This is directly related to data cleaning, where existing data points with errors are 

corrected using different methods. The remaining phases of the data preparation 
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connecting different data sets or the transformation into processable formats for the 
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algorithm. However, they do not revise the core information of the data set as is done in 

data cleaning, for this reason, data cleaning is usually performed before the rest of the 

data preparation steps (Brownlee, 2020). 

The usability of a data set is thus directly related to the success of data cleaning, since 

the correctness of the data is the basis for the success of an ML model. At the same time, 

besides the high potential, there is also the highest risk in data cleaning, since due to 

adjustments the data set can be processed too much and thus the core information can 

be lost. Therefore, to reduce the effort for data preprocessing or explicitly data cleaning, 

an estimation of whether a dataset can be successfully revised during data cleaning 

would be helpful to avoid costly and unsuccessful data reprocessing. When analysing the 

current scientific literature for thresholds of statistical quantities (number of missing 

values, number of outliers, etc.) that give you information about when a data set can be 

used for a machine learning model, the formulations remain only general and vague 

(Brownlee, 2020). The following article will therefore provide an indication of how 

effective data cleaning is at a given level of uncertainty, with the aid of statistical 

parameters. It is important here that the outliers considered in the further course are 

regarded as clear errors in the data series and not as information to be interpreted. Here 

it must be considered whether e.g., a 20% share of outliers must not already be 

interpreted as information pattern, so that no correction takes place. 

Due to the high importance of data cleaning for AI implementations both in terms of 

effort and cost as well as in terms of result quality and the associated perceived usability 

of the developed solutions, the thresholds for evaluation support proposed here also 

have a major impact on industrial practice. Especially in the process industry, there are 

often problems with incomplete and error-prone data (Khaydarov, et al., 2020) despite 

the fundamentally very extensive data collection and evaluation already in place. Thus, 

this industry represents a good use case for considering the influence of data quality on 

ML implementations. As the results of the survey on existing barriers show, the hurdle of 

insufficient data quality and high data complexity is also well known in the industry, so 

that methods for assessment and process optimization can be integrated very well into 

currently existing implementation or technology transfer efforts here. As shown in the 

context of a self-examination of the European Process Industry by the A.SPIRE 
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association, especially such methods for dealing with insufficient data quality in the 

industrial environment are not yet available and require a deeper consideration (Winter 

and Peters, 2019). 

3 Methods for data cleaning in preprocessing and basic 

characteristics of time series 

After discussing the challenge of data quality and the overall context of data cleaning in 

the data preprocessing process in the previous section, this section will focus on specific 

data cleaning methods that enable a dataset to be optimised for a Machine Learning 

application. For content limitation, only methods for numerical values or time series 

values that can be used in demand forecasting will be discussed in this paper. This is a 

special case in the field of data preprocessing since data points influence each other over 

time and are not independent of each other.  

The method used in this chapter to conduct a literature review on different data cleaning 

methods is based on the methodology formulated by Randolph (Randolph, 2009). The 

steps presented there for developing a complete literature review and its goals are 

themselves based on Cooper's taxonomy (Cooper, 1988). The five phases of the research 

that were followed are: 1. Problem formulation, 2. Data collection 3. Data evaluation,  

 4. Analysis and interpretation, 5. Public presentation. The goal of the research is the 

analysis and synthesis of scientific findings. According to Cooper's taxonomy, therefore, 

the objective is to be found in the "Research Outcome". The problem to be addressed 

hereby is: What types of time series error types exist and what techniques are suitable for 

correcting them. The data is collected in the scientific databases Web of Science, Scopus 

and IEEEexplore, since these cover the topics Computer Science, Engineering and 

Economics. To ensure the relevance of the publications used, the data base is limited 

based on timeliness. Starting from 2016, there is a continuous increase in publications, 

therefore the year 2016 is set as the limit for the timeliness of the publications. The 

evaluation follows the research question and examines the publications for the types of 

errors in time series data mentioned in each case, procedures for dealing with the errors 
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mentioned, and correlations between usability of the data and the degree of errors. In 

the following, these results will be summarized, and the further procedure is derived. 

When errors in time series are mentioned, reference is usually made to the three 

categories of noise, outliers, and missing values. These errors make it difficult to use the 

data set in data driven applications and need to be handled in the phase of 

preprocessing. The extend of these errors in a data set can be determined and analysed 

directly with statistical quantities, so that a direct overview of the current state of the 

data set can be given. The understanding of the three error categories used in this paper 

and the statistical quantities for identifying the errors are described in the following:  

• Outliers: Values within a data set that deviate too far from other observations 

within the same data set. Outliers can be determined by analysing the number 

of values that are outside the expected value. These numbers can still be 

legitimate data points, which makes identification more difficult (Rustum and 
Adeloye, 2007). 

• Noise: Random or irregular fluctuation of a measured value caused by 

random errors overlaying the original true value (Lazzeri, 2020) that can be 

identified though a high standard deviation 

• Missing values: Observations for which no value is stored. This can have 

various reasons, for example, values can be lost during transmission or there 

can be an error in the recording system. Identification of missing values is 

possible through the number of undefined or unrepresentable values within 

the time series (Rustum and Adeloye, 2007). 
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Figure 3: Presumed correlation of percentage of errors and work effort 

One strategy for estimating the effort of data preprocessing that will be presented in this 

paper is thus to find a threshold value that evaluates the effectiveness of a data 
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A detailed mathematical description of these individual methods will not be given in this 
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be found in the literature of Garcia, Luengo and Herrera (2015). 
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Table 1: Methods for Replace-Strategy per error category 

Error category Methods for replacing erroneous data points 

Missing 

Values 

• Mean and Median 

Imputation 

• Forward/ Backward 

Imputation 

• Linear Interpolation 

• Moving Average Interpolation 

und Rolling Median 

Interpolation 

• Weighted Moving Average 

Interpolation 

Outliers 

• Mean und Median 

Imputation 

• Moving Average und 

Rolling Median 

Imputation 

• Linear Interpolation 

• Weighted Moving Average 

Imputation 

• Nearest-Neighbour 

Regression  

• Forward/ Backward 

Imputation 

Noise 

• Moving Average 

Imputation  

• k-Nearest neighbour 

Regression 

• Weighted Moving Average 

Imputation  

Apart from these error types and methods for improving the data quality of the original 

time series, broader strategies like filtering of different parts of the time series or 

differentiation and integration can be used depending on the basic characteristics of the 

time series before the actual data cleaning: Time series are composed of different 

characteristics, whose superposition results in the pattern of the time series (see Figure 

4). The characteristics are trend, seasonality, and structural breaks. The effectiveness of 

the individual strategies depending on the timeline characteristics is examined below. 

(Montgomery, 2015; Lazzeri, 2020; Mukhiya, 2020) 

After identifying and presenting the most common types of errors and existing methods 

for correcting these errors as well as basic characteristics of time series, the following 

chapter shows how the effects of these methods on different time series were collected 

and analysed. 
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Figure 4: Demand Patterns resulting from trend and seasonal components  
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4 Experiments and prognosis results 

Due to the fact, that the demand forecasting is one of the most important research 

subjects in supply chain management (Bertolini, et al., 2021), the optimization of the data 

basis and the prediction of potentially achievable forecast qualities are important when 

AI capabilities are to be implemented in the industry. As time series provide the basis for 

forecasting (Koller, 2014), it is important to determine the influence of their different 

factors and characteristics on the accuracy of the forecast and to explore strategies to 

further improve the results. This Improved forecast accuracy corresponds directly to 

more effective planning and better availability of inventory (Kuhn and Hellingrath, 2002; 

Crone, 2010). 

4.1 Experimental plan 

To determine correlations between the mentioned error types, cleaning methods and 

forecast accuracy, as well as between the characteristics of the time series and forecast 

accuracy, the following model is established: A selection of sufficiently large timeseries 

of demands of individual products from the chemical sector in the process industry with 

different combinations of characteristics (marked grey in the following illustration) were 

chosen as data basis.  

The products selected here each represent specific product groups with comparable 

demand patterns. The individual error types analysed further were artificially added to 

each of these time series. In this way a new data basis is generated from the original time 

series with different error types of multistage occurrences (phase 1) that can be cleaned 

and used for an ML based prognosis. After performing this experimental design to 

determine the influence of error and data cleaning on the forecast performance, different 

approaches are formulated to eliminate the influence of the basic time series 

characteristics on the forecast (phase 2). While phase 1 will show the improvement of the 

data quality and the corresponding prognosis quality through data cleaning methods, 

phase 2 will show the influence of the characteristic-depending cleaning strategies.  

The artificially implemented errors in the data sets are processed with the listed data 

cleaning methods. Outlier and missing values are replaced by imputation methods and 
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noise is removed using smoothing methods. In the subsequent step, the cleaned data 

basis is used for forecasting with a selected ML model. A random forest regressor is used 

as the Machine Leaning model, which offers the advantage of low training time while 

maintaining high forecasting accuracy (Darapaneni, et al., 2019; Du Ni, Xiao and Lim, 

2020; Lu, et al., 2021). At the same time, it is one of the most widely used ML methods in 

time series forecasting and therefore represents a method that is particularly 

representative in decision trees. The results worked out here in the paper are not 

transferable 1:1 to other procedures, since they require other conditions in the 

processing of the data basis particularly with fundamentally different model 

architectures (e.g., vector-based). Parameter tuning of the random forest is performed 

via a random grid search in which a suitable parameter setting is determined for the given 

data set. Depending on the results in both phases for the different error rates, general 

threshold values can be estimated up to which recognizable error rates in the original 

data a sufficient data quality for subsequent AI forecasts can be achieved by data 

cleaning. Both the root mean squared error (RMSE) and the mean absolute percentage 

error (MAPE) were calculated as error values. The RMSE indicates how much the forecast 

deviates on average from the actual values and the MAPE allows a good interpretation, 

or serves as an indicator for the relationship between the forecast and the actual 

observation. It is clearly interpretable and at the same time dimensionless. In the 

following the general calculation formulas of the error values are shown.  

𝑀𝐴𝑃𝐸 =
1

𝑛
∑

|𝑦 − �̂� |

�̂� 

 

 =1

 (1) 

𝑅𝑀𝑆𝐸 = √
1

𝑛
∑(𝑦 − �̂� )

2

 

 =1

 (2) 

In the formulas, 𝑦�̂�  stands for the actual value of the demand, 𝑦   for the predicted value, 

and n for the number of predicted values. 

The experiments are performed based on a single-factor model. The different data 

cleaning methods form the individual parameters of the respective experiment plan. The 

number of errors of one type in the time series set represents the level intervals of the 
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experiment and the resulting prediction accuracy maps the effect to be investigated. 

(Siebertz et al. 2017, S. 1–7) In this way, the effect on forecast quality can be determined 

for each error type and data cleaning method. Not considered in this experimental design 

is the interaction from different error types within the same time series.  

In both phases of the experiment described in Figure 5, twenty variations of manipulation 

were integrated into the original time series for each error type (missing values, noise, 

outliers). The error rates were increased step by step from 0% (original data set) up to 

20%. For example, this means that in the manipulated time series for 20% missing values, 

20% of the data points are missing. Per phase, this leads to an experimental plan of three 

times twenty run-throughs per original time series. While this approach evaluates the 

effectiveness of the data cleaning methods in phase 1 and allows initial error thresholds 

to be determined for the successful use of the methods, phase 2 focuses on the further 

improvement of preprocessing through the upstream manipulation of the data series 

using characteristic-dependent strategies and its influence on the identified thresholds. 

In Summary, ten original time series were manipulated with twenty proportion variations 

per error type, leading to 600 time series per phase that are each cleaned with 3 types of 

data cleaning methods (constant, linear, non-linear) with 2 specific methods each. 

Combined, in each phase, 3600 prognoses were calculated. 

 

Figure 5: Phases of the experiment  
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4.2 Results from the different prognoses and phases 

In this chapter, results of the observations from both experimental phases are presented 

and underlying explanations and interrelationships are identified. 

Results of Phase 1: Data Cleaning without characteristic-depending manipulation 

Regarding missing values, a clear trend can be observed, that the forecast quality 

decreases as the number of missing values increases. This behaviour is independent of 

the time series character and was observed in every test series. In the area of outliers, a 

similar behaviour emerges, the higher the number of outliers, the poorer the forecast 

quality. However, an interesting phenomenon is that trended time series can be 

forecasted with constant quality if the outliers are in the direction of the future trend 

development. As a last error type, an artificial noise was integrated into the data set. 

Here, as with the missing values, there was a decreasing forecast quality with an 

increasing proportion of noise in the data set. 

Looking at the achieved improvements in forecast quality through the various data 

cleaning methods, especially the linear interpolation and the moving average could 

achieve good results (across time series). When using the Weighted Moving Average, one 

can see a clear difference between the forecast quality for seasonal time series (second 

best method) and time series with structural break (worst method). Thus, a preliminary 

analysis of the time series is essential here. In the following Figure 6 the used data 

cleaning methods are ranked by quality in the range of the considered error type (1 best 

result and maximum value worst result). 

In addition to the evaluation of the data cleaning methods on the test data sets, limit 

values were also determined to estimate the effort of a data preparation with the help of 

a preliminary analysis. The limit values were connected to the time series characteristics 

(Structural Break, Trend, Seasonal) in the analysis to enable a first general statement.  
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Figure 6: Achieved forecast improvement by data cleaning method 

The goal of the analysis was to identify the so-called elbow area in the time series, which 

describes a percentage of errors in the data set. From the elbow point, the data set can 

no longer be corrected using the data cleaning methods to obtain a similar result as with 

the original data (loss of forecast performance). The following Figure 7 shows a 

representative result diagram from the experimental plan for the exemplary 

determination of the elbow area. The highlighted area indicates the percentage of error 

after which the forecast quality decreases significantly.  
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Figure 7: Identification of the elbow area 

In the range of the error type "missing values", an elbow range can be identified at 

approx. 6-8%. As soon as the number of missing values exceeds 8%, the forecast quality 

decreases significantly. The elbow range is to be defined the same over all timeseries 

types and thus in the case of the test scenarios independent of the timeseries 

characteristics. In the analysis of outliers, the range was identified at 5-7% for seasonal 

(stationary) time series and at 3-6% for trending (non-stationary) time series.  

So here we can summarize that a small number of outliers have a positive influence for 

the forecast results (result from the previous analysis), but as soon as the error 

percentage is above 6%, the forecast quality reduces again. In the area of outliers, only a 

valid calculation of the elbow range for seasonal products could be performed (7-12%), 

since the remaining time series did not show a common pattern. In general, the time 

series specific characteristics must be considered for the limit values, so that the 

determined values (shown in Figure 8) cannot be used as limit values, but as orientation 

values. This individuality will be used in phase 2 to further improve the forecast quality 

despite high error rates. 
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Figure 8: Limit values of the elbow areas by time series specific characteristics 

Results from phase 2 (Usage of characteristic-depending strategies) 

To account for the individuality of the time series, three strategies depending on the time 

series were used to perform preprocessing of the data before applying data cleaning 

procedures. The data basis is thus already prepared in advance. 

(A) Trend or Seasonal: Derive, perform forecast, integrate 

(B) High Noise: apply median filter, 

(C) Structural Break: split data set, use actual data to train and test 

In the following Table 2, the potentials are briefly shown by a time series specific 

preparation (always compared to the initial accuracy without data cleaning and other 

preprocessing strategies). The evaluation shows the percentage development of the 

forecast quality compared to a non-preprocessed data set. The positive development 

due to the integration of contextual knowledge can be seen well, especially when 

considering the time series with structural break, since here the time series has 

experienced a break in content and the sections must therefore be considered 

independently. 
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Table 2: Potentials of the different strategies for prognosis accuracy 

Characteristic-depending 

strategy 

Development Baseline 

accuracy 

Development Accuracy 

after data Cleaning 

A +1% 
+1-10% (depending on the 

error type) 

B ~0% +10% 

C +25% +30% 

 

Based on the identified potentials, a flowchart is drawn up in the following section (see 

Figure 9) that provides a strategy for analysing data sets in advance. In addition, the 

procedure offers the possibility to make an estimation based on the calculated critical 

values whether there is a high risk for an effort-intensive preprocessing. 

4.3 Recommendations for the use of data cleaning 

methods and preprocessing efforts 

The process of preliminary analysis using the flowchart presented in Figure 9 starts with 

the general analysis (visual or analytical) of the time series. Based on the identified 

characteristics (noise, trend, season, or structural break), a strategy for preprocessing is 

proposed (split time series, filter, integration). After preprocessing, the error types of the 

time series are evaluated (e.g., number of missing values) and compared with the limit 

values from the previous analyses. If the critical values are exceeded, it can be assumed 

that the effort in data preprocessing will be much more intensive. Based on the results, 

the original data set can be adjusted again (collection or addition of data points), or one 

or more data cleaning methods can be selected for further processing. In the following 

figure, the process is described again graphically with the help of a flowchart.  
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Figure 9: Flowchart for strategy for analysing data sets in advance 

It should be added that the flow chart should be used as an orientation and does not 

claim to be complete in the selection of preliminary analyses and data cleaning methods. 

It is only intended to provide a systematic procedure for estimating the effort required 

for the data preparation phase. 
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5 Conclusion 

The analyses presented in this paper provide recommendations for dealing with the 

existing errors and characteristics of time series so that they can be cleaned optimally in 

the preprocessing phase. While the identified data cleaning methods for individual error 

types (noise, missing values, outliers) improve the subsequent ML-based prediction in 

the presence of errors with great reliability, the characteristic-based strategies improve 

the forecast results noticeably only for certain characteristics. While especially time 

series with structural breaks can be preprocessed quite effectively for subsequent data 

cleaning by using strategies beforehand, the influences on the results are not so reliably 

attainable in the case of trends, seasonality, or high noises. Nevertheless, positive 

influences have also been observed for these time series characteristics. Especially the 

combination of characteristic-depending strategies like splitting, filtering, or integration 

with the classical methods of data cleaning influence the prediction results well.  

By means of the flowchart shown in Figure 9, a procedure model has been developed 

which provides an assessment of the suitability of time series for forecasting with little 

effort through limit values per error type (Figure 8) and, in the event of a positive 

outcome, provides indications of the next steps by evaluating the effectiveness data 

cleaning methods in Figure 6.  

It should be emphasised, however, that the limit values and suitability descriptions 

presented were determined based on the underlying time series originating from the 

process industry, so that possible structural properties or errors may have been included 

here. Thus, they are only first indicators of these limits, which must be verified in the 

future by other data sets from other application areas or industries. Nevertheless, the 

initial evaluations on this data set show the described good indicators for the 

determination of the limit values. By conducting comparable experiments in other 

application areas or industrial environments in further research work, it will be possible 

to identify both the reproducibility of the results and any environment-related 

influencing factors.  

In particular, the transferability to other algorithms or compositions of the original data 

represents a further research need for the future, as the effectiveness and the statements 
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were only assessed for the random forest approach used initially. Through a growing 

body of experience regarding the behaviour and influence of data cleaning procedures 

on forecast quality under different environmental and technological influences, further 

patterns can be identified here which could be related to potential underlying causalities. 

However, the initial presentation of these limit values shows that there is the possibility 

to make later efforts more economically evaluable. Since data quality is a significant 

barrier for AI implementation projects generally and explicitly in the process industry 

(see Chapter 2.1) and the creation of suitable data quality takes up a large part of the 

effort in the implementation process (see Chapter 2.2), both the presentation of solution 

strategies for the creation of sufficient data quality and the indication of the expected 

effort and the expected results are important building blocks of an implementation 

guideline. By integrating this proactive assessment of the potential outcome into the 

implementation process before the effort is deployed, avoidable costs can be 

circumvented, and the success of the implementation project can be increased. 

The AI Cube research project will develop such guidelines for the process industry based 

on the experiences and maturity levels of the different sectors and building on existing 

enabling factors, strategies for overcoming barriers, potential impacts and business 

models for AI and Big Data solutions. The solutions and effort estimations around data 

quality presented in this paper provide important parts for these guidelines. Knowledge 

of the best possible solution to existing barriers such as poor data quality simplifies 

implementation and makes it easier to plan in terms of capacities, skills, and budgets. 

This plannability is further supported by the upstream success estimation through the 

limit value consideration of the error rate. Due to the fundamentally widespread data 

availability in the process industry through the already existing process control solutions, 

the further influencing parameters can be particularly well investigated experimentally 

in this industry in further research. By at least initially fixing the industry focus and thus 

a potential influencing factor on the correlations further influences can be identified and 

investigated. However, the objective of the test series presented here does not only 

influence the process industry from which the data for the test execution originate. 

Rather, the relationship between the pre-estimation of the forecast quality 
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improvement, the data cleaning methods to be used and the limit values presented here 

has a generic significance for the preprocessing step of AI implementation processes. 
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